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The start

• It all started with the pioneering work A. M. 
Turing (1950) Computing Machinery and 
Intelligence. Mind 49: 433-460. 

• His logical framework was: “Humans use 
available information as well as reason in 
order to solve problems and make 
decisions, so why can’t machines do the 
same thing?” 

• During that period AI was discussed among 
scientists, mathematicians and 
philosophers. 

• Today this discussion is also present in 
media, politics, business sector etc. 



The timeline



The present

• AI is today is ubiquitous across diverse 
application fields and domains. 

• There are high expectations from AI today in 
each of these fields and application domains

• To match these expectations there are 
nowadays 400+ policy documents that address 
the ethical issues of AI.



Some examples



Power and 
Resposibility



Some 
perspectives

Ethics and design perspective

Algorithmic perspective

Control perspective

User experience perspective

Ben Shneiderman. 2021. Responsible AI: bridging 
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(August 2021), 32–35. 
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Principled AI

Ethical concerns are catalogued in the Berkman Klein Center report that o7ers ethical 
principles in eight categories: privacy, accountability, safety and security, transparency 
and explainability, fairness and non-discrimination, human control of technology, 
professional responsibility, and promotion of human values.

Fjeld, J., Achten, N., Hilligoss, H., Nagy, A., & Srikumar, M. (2020). Principled artificial 
intelligence: Mapping consensus in ethical and rights-based approaches to principles for 
AI. Berkman Klein Center Research Publication, (2020-1).



Value Sensitive Design

Value sensitive design (VSD) is an established method for integrating values into 
technical design.

Umbrello, S., van de Poel, I. Mapping value sensi8ve design 
onto AI for social good principles. AI Ethics 1, 283–296 (2021). 
hHps://doi.org/10.1007/s43681-021-00038-3



Control 

Shneiderman, B. (2020). Human-
centered artificial intelligence: 
Reliable, safe & 
trustworthy. International Journal of 
Human–Computer Interaction, 36(6), 
495-504.



User experience

• The lack of understandability and explainability is defined by researchers as a 
crucial feature that aDects the practical deployment of ML and AI solutions. 

• The need for understanding and ability to explain AI (Adadi and Berrada, 2018), stems 
from four main reasons:
• Explain to justify
• Explain to control
• Explain to improve
• Explain to discover

Adadi, A., Berrada, M.: Peeking inside the black-box: a 
survey on explainable artificial intelligence (XAI). IEEE 
Access 6, 52138–52160 (2018)



Our 
Responsibilities?

• Our data create the base for algorithms

• Algorithms are the base of AI systems

• AI system exercise decision

• Decisions have social implications

• Who is the responsible for these social 
implications?



Discussions

- What is our responsibility as individual users for responsible AI?

- What is our responsibility as designers for responsible AI?

- What is our responsibility as researchers for responsible AI?

- What is our responsibility as a society for responsible AI?



Workshop 

• Division into 4 groups 

• Each group gets one of the discussion 
question and elaborates (ca 15 min.)

• We use Jamboard to document the 
discussions 
https://jamboard.google.com/d/1R0r-
SvfgVqco7Ak3uCiFA-
YCTNqZSrfho6YeiYOMey8/edit?usp=shari
ng

• We summarize together our discussions

https://jamboard.google.com/d/1R0r-SvfgVqco7Ak3uCiFA-YCTNqZSrfho6YeiYOMey8/edit?usp=sharing

